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The biggest change in networking paradigm

-Network functions are implemented as software on top 

of common hardware 

-Network can be programmed

-NFV/SDN platform acts as an end-to-end middleware 

between:

-A distributed heterogeneous infrastructure for 

compute and storage

-Interconnected through a controlled network 

-Generic network functions implemented in software 

running in isolated containers/virtual machines

-VPNs, NATs, DNSs, IMSs, EPCs, Application 

Servers, etc.

-The main value added differentiator between 

different solutions is the quality of the software 

-how well it can solve the specific service needs

Software networks

DC

DC

NF

NF

NF NF NF

NF NF

VNF VNF

VNF

NF

NF



3

-A distributed heterogeneous infrastructure including:

-Physical components (e.g. radio heads)

-heterogeneous data centers (compute & storage)

-inter-connecting networks (fronthaul, backhaul, third party backbone, etc.)

-Generic network functions implemented in software and running in virtual machines 

(e.g. vEPC, vVPN, vNAT, vIMS, é) 

-Middleware functionality:

-Understand the service requirements and transform them into runtime parameters 

-Brokering the common resources (compute, storage, networking) between multiple 

services

-Ensuring the end-to-end SLA in dynamic load and network conditions

© Fraunhofer FOKUS

NFV/SDN middleware
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© Fraunhofer FOKUS

NGMN Use cases

© NGMN Alliance https://www.ngmn.org/uploads/media/NGMN_5G_White_Paper_V1_0.pdf
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5G represents the next generation of network communication services 
and platforms with initial deployments in 2020

Usage scenarios for IMT2020 and beyond © ITU-T

The 5G Use Cases

Widening of current
communication use cases

Low Cost connectivity for huge
number of devices

Network Islands of Gigabit/s 
communication

Critical & low latency
communication

50Mbps anywhere
Flexible Networks
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-Flexible compute, storage and memory containers offered to the slice specific software

-A set of functions to manage the containers (i.e. Orchestrator)

-A set of network functions which execute the specific service (VNFs)

-A set of network functions to interact with other slices / end devices 

-A set of functions to manage the service (i.e. slice management)

-A business logic on which all come together

© Fraunhofer FOKUS

Decomposing a slice
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-The software network architecture offers new degrees of flexibility

-Customized slices ïdepending on the specific needs of the devices 

-With flexible locations ïplaced at the edge or centralized

-With flexible backhaul ïintermittent, large delay, etc. 

-The end to end service has to be offered to the subscribers at the expected levels

-Specifying the complete requirements a-priory for a slice requires a complex design, 

especially when all the runtime rules have to be added

-A better solution would be to use a service specific instance orchestration 

© Fraunhofer FOKUS

Slicing, Edge Networks and Flexible Backhaul
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-Customization of the specific functionality

-Customization of the specific features

-Adding life-cycle agility

-Adapting at deployment time to the available infrastructure

-Adapting during runtime to new conditions

© Fraunhofer FOKUS

Customizing a core network 

Dimensioning

Customization & Flexibility

Security

Quality

Reliability

Performance
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Lightweight Control Plane
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Å Initial adaptation to environment

Å Runtime adaptations
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-Interconnect and Routing Function

-A common bus for all the NF-to-NF 

communication

-PubSub type of mechanism

-NF Repository Function

-Based on a ñDNSò-like repository 

-Interconnection Function

-A router like function which forwards the requests

-Data Layer

-Distributed and near real-time storage of 

structured data

-Data sharing between same type of NF

-Data redundancy

Network Functions Granularity

NF NF

NF Repository 

Function

NF NF

NF NF

Interconnection and 

Routing Function (IRF)

Interconnection 

Function

NF NF

State 

Information
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Ensuring that software defined networks reach the same (or better) 
reliability than physical networks

-Efficient state and load sharing mechanisms (core network)

-New mechanisms for high availability (core network)

-Dynamic spectrum selection (radio management)

-Support from the NFV framework (fault management)

-Support from the SDN framework (backhaul reselection) 

-Dynamic device connectivity (device management)

-Machine Learning anomalies detection (network management)

Cross topic: Reliability



11

Providing quantitative or comparative evaluations of different network 
architectures on top of heterogeneous, reproducible network conditions

-Support for different syntethic workload or real life workloads replay

-Emulation of complex network topologies within a single data center

-Monitoring the service KPIs: delays, successful procedures, interrupted sessions

-Monitoring of used resources: CPU, memory, storage

-Interworking with real devices and radio (if needed)

© Fraunhofer FOKUS

Cross topic: Benchmarking
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-The operator breaks the relationship between 

the vendor and the data center provider

-Operator becomes an intermediary

-Operators departments are split:

-Telco ïknows the requirements

- IT ïknows the data centers

ĄThe end-to-end services are composed of 

multiple pieces coming from one or different 

vendors 

ĄEnsuring that the software qualities are 

supported by the data centers

ĄProving how much resources of a specific 

setup are required

ĄEnsuring that the operator acquires the 

appropriate data center 

© Fraunhofer FOKUS

NFV is based on a broken business relationship
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-Current performance evaluation mechanisms are based on the individual components 

performance evaluations

-In NFV, software programs run in parallel, with dynamically allocated resources

-Clear separation of performance per-component is not possible

-Performance is varying depending on the scaling / resource consumption

-Performance of the communication is dependent on the resources availability at both 

ends of an interface

© Fraunhofer FOKUS

Redefining the service KPIs
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-System KPIs ïquality of the service offered to the subscribers 

-Call establishment rate, call establishment delay, drop call rate, etc. 

-Workload ïamount of external work which should be handled by a slice

-Resources KPIs - how much resources are allocated / are consumed by the service

-CPU, memory, storage and network

-Life-cycle KPIs ïhow fast a service can be deployed and upgraded

-Cloud-native KPIs ïhow well a service uses the cloud capabilities

-Scaling depending on the load

-Transparent reliability

© Fraunhofer FOKUS

New type of service KPIs have to be defined 


